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Matrices

Definition:

A matrix is a two dimensional (2D) vector or array of numbers.

Notation:

Usually denoted by a capital letter symbol; stack the list of numbers in 2D array.

For example, consider a matrix A of & real numbers represented as stack of 3 2-
vectors using square or round parentheses:

~11 173 27 ~11 173 27 .
4= [30.1 19.1 8.4] A= (30.1 19.1 8.4) 2> 3 matrix
Size of a matrix: Nuwmiber of rows (m) times number of columns (n); m X n

We express matrix B of size m x n as B € R™*™ and call it m X n-matrix.

Entry of a matrix: B;; - entry in the matrix at ¢-th row and j-th column.

For example, As1 = 30.1.
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Matrices

Square Matrix: m = n Tall Matrix: m > n Wide Matrix: m <n

Zero Matrix: A matrix with all elements equal to zero.
denoted by 0 € R"™*™.

Identity Matrix: A square matrix with diagonal elements equal to one and off diagonal
elements equal to zero.

denoted by I = I,, € R™*™ and is defined as

1 =3
(1)ij = L =04y
0  1#7
Diagonal Matrix:
Block Matrix: Triangular Matrix: _ -
B C 1 -1 0.7 0.6 0
4:[9 E] 0 1.2 —1.1 {—- -
0 0 32 —03 3.5

|



Examples of Matrices - Applications

Image RGB
Each color represents a matrix.

Quantities

An mxn-matrix A can represent the amounts or quantities of n
different resources or products held (or produced, or required) by an

entity such as a company at m different locations or for m different
customers.

For example, mxn-matrix represents the quantity of n products stocked
in m number of warehouses.
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Examples of Matrices - Applications

Time series grouped over time

« 12X20-matrix can represent the average monthly
temperature, rainfall, pressure etc of 20 cities of Pakistan.

© 30X7-matrix can represent the number of expected COVID-19
in Pakistan cases over the next 30 days for 7 states/territories.

« Other examples include exchange rate, audio, and, in fact, any
quantity that varies over time.
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Operations on Matrices

Additivity and Scaling WY VA
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Operations on Matrices

Transpose and Concept of Symmetric Matrices

¢ anxv\
x A Nx-
» AT € R

T
MM/LH

Sjmw\e’f*’c
Aé RY\KY\ (s S}Mmdbc

i/F A,,_AT
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Operations on Matrices

Transpose and Concept of Symmetric Matrices

e Any square matrix can be expressed as a sum of symmetric matrix and a
skew symmeytric matrix.
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Operations on Matrices

Matrix Norm

Aép\wm(

A
F R OBENIVS No A wr o{’ A e A
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Operations on Matrices

Trace of a Matrix

NnxN

x A € R

TS
_S

v)J(A (A) =

=
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Outline

* Matrix-vector product
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» Application Examples

* Matrix-matrix product
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Matrix-Vector Multiplication

A c Ran T Rnxl (Rn)

number of columns of A equals the size of x

Yy = ACE Y c Rmxl (Rm)

n A A ... A xr1
Y2 Ao Agg ... Aoy M)
| Ym | _Aml Am? s Amm_ | Tn |
mn
Yi = E Aipry, = Apoy +--+ Ay, 1=1,....m
k=1

— <er/h)\/ou\>a<6/\77(>
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Matrix-Vector Multiplication

Interpretation In terms of Rows of Matrix

[y | [ A1

A12 e Aln

.

(251
Y2

Ym
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m Ln

x1
Yo Az A ... Aoy To
= . . , y = Ax
| Ui | A Amz o0 A E
n
Yi = Z A’lﬁi‘xk — Aili:l + - A'i.-n.xn.r 1= 1 L
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Matrix-Vector Multiplication

_yl _
Y2

Ym

Interpretation In terms of Columns of Matrix

_A]_]_ A]_2 .. A]_n i
A21 A22 P A2n
At Apz oo A

Ty
T2

In

TL -
Yi = E Ajpxr = Aner + -+ Az, =1, , M
k=1

/

U1
Y2

Ym |

= A

[alv A2, « .y an]

A (;@w

X

Ty
T2

y = Ax

Yy = Tr1aq + xoao + - -+ Tpay

2: A?‘k

e This shows that y = Az is a linear combination of the columns of A; the
coefficients in the linear combination are the elements of x.
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Matrix-Vector Multiplication

Application Examples

- For example, 200x70-matrix represents the
quantity of 70 products stocked in 200 warehouses.

_All A12
A21 A22

Aml AmQ

W - 2 09
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Matrix-Vector Multiplication

Application Examples

Feature matrix and weight vector

Fo featin
Phodo | |
A -
“'\uivl A)/(
I
1000
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Matrix-Vector Multiplication

Application Examples

Y Y
Expansion in a basis R SOy, Oy - A, ER

b cr” b= !g,dl'fBZ'OZ,‘F—- + B, dn

SN T
P
Linear dependence of columns

- Atn
A%:D /FB)L Sewre A #O <I/MM d&fw )

b/l,d wlipm A

z"nouﬁpemo(wm
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Matrix-Vector Multiplication

Linear Transformation Interpretation:

Input-Output System Interpretation

y = Ax jE Kﬂ"? RM

r e R" ye R™ ‘ - A?L
> A > y
w er” wer” A(otn)=z < A%
- X
’\/'
o 1 B
- %Sulmg
S

dditvidt
’7{(&17& Pu)= o<fca«)+f37"a(m)] # Addidf J
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Matrix-Vector Multiplication

Input-Output System Interpretation

R A ~ yeRm™
3
’f-‘ R3«9R
Examples
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Matrix-Vector Multiplication

Input-Output System Interpretation

z € R" { 4 -~ yeR™

3 2

4; RZ—= R
Examples
11 0] [a [ 2
A_[O 0 1] | = A A ¢ R
£3
e

E e E e R
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Matrix-Vector Multiplication

Input-Output System Interpretation

xreR" > A - yeR™
76: R L —) K
Exambles Generalization: Permuation matrix
== [Rowo
e Permutaion matrix entries P; ; € {0, 1}
<y o
0 0 0 1 1 1 e one non-zero entry equal to one per row
410 0 L 0] |= — N3
1o 1 0 0 T3 Ao e one non-zero entry equal to one per column
_1 0 O 0_ _LI?4_ 7({ ]
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Matrix-Matrix Multiplication

A e Rmxn B ¢ R"*P C =AB

no. of columns in A = no. of rowsin B = n

C e Rm*7 [0 yn) (0 %P)
(C11 Ciz ... Chp] (A1 A Al [ B | Bz
Co1| Cor ... (g (A Ax Ao, Ba1 | Baa
_le Cmz - .. Cmp_ _Aml Ao Apin .Bnl By

(b1, b, - ..

r
C p AB ﬁ C?,_']' = Z AthkJ — Ai]B]j—i_' * '—i_At'poju

k=1

C/’d:<
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Matrix-Matrix Multiplication

Properties:

not commutative: AB # BA in general

associative: (AB)C = A(BC) so we write ABC

associative with scalar-matrix multiplication: (yA)B = y(AB) = yAB

(AB)! = BT AT

A B W Y | | AW+BX AY +BZ
C D X Z| | CW+DX CY+DZ

e Dimensions must be compatible.
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Matrix-Matrix Multiplication

1 -1
REHIEE
AQRLXB @{RSXL

Outer product of Vectors:

a CR™. L€ R

Gram Matrix:

AGK) (.
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Systems of Linear Equations
* Formulation

Inverses
e Left-inverse

Right-inverse
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Systems of Linear Equations

Formulation:
A1 + Ao + -+ A = b1 |, 4 - - -
e 4“_.?1 o A Az ... A | |m; b1
A1ty + Aol o Aantn = 02\ AL Aoy .. Aoy | |2 b2
; : . | AZE — b
Apirr + Appg + -+ Appity, = by _Aml Amz cee Amm_ | T | _bm_
- one solution
n m . .
Ae RM*" recR" beR - multiple solutions
r1,T2,...,T, - variables or unknowns _ no solution
bi,ba, ..., b, - knowns, measurements, equation righ-hand side

A;; - coefficient of the i-th equation associated with the j-th variable
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Systems of Linear Equations

- m < n under-determined

A:l? — b - m = n square

- m > n over-determined

Example 01 Example 02

r1 +axo =1, 11 =—1,

r1+axo =1, 19+ 13 =2

1 1 0 1
*4[0 1 1]' b[Q]

- multiple solutions

R

;51—1'2:0

- no solution
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Inverses

Left-Inverse:

X is a left inverse of A if

XA=1

A is left-invertible if it has at least one left inverse

Example:
~3 -4
A= 6
1 1
Left inverses
L[ -11 —-10 16 0 -1/2 3
o 7 8 -1l 0 1/2 -2
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Inverses

Left-Inverse:

Left-invertibility and column independence:

If A has a left inverse X then the columns of A are linearly independent.
Assume Ax =0
X(Az) =0 (XA)x=Ir=x2=0

Connect with independence-dimension inequality:

-

When A is wide; A € R™ ™ m <n A € R™*"™ can be left invertible
- Columns are linearly dependent m=mnorm>n
A is not left invertible. L Square or Tall
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Inverses

Left Inverse: Connection with the Systems of Linear Equations

Ailj‘ _ b - m = n square

- m > n over-determined

- If A has a left inverse X, then we multiply with X the above system

X(Az) = Xb x=Xb

Gf A has the left inverse X, A

- If solution exists for the system Ax = b.
- there is at most one solution

x = Xb is the only solution of Az = b.

- if exists, solution is x = Xb

N J

- If there is no solution for the system Ax = b.

x = Xb does not not satisfy Ax = b.

In summary, a left inverse can be used to determine whether or not a solution of an over-determined

Etljmsequatlons exists, and when it does, find the unique solution.

A Not-for-Profit University
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Inverses

Right-Inverse:

X is a right inverse of A if
AX =1

A is right-invertible if it has at least one right inverse

Example: Right inverses

1 -1 1 0 1 -1
oo 1
A—IOII‘ -1 1], 0 1], 0 0
11 0 0 0 1

Connection with the left Inverse:

(\S)

If X is a right inverse of A, then X7 is the left inverse of AT
I=1"=(AX)T =XTAT = XTAT =1
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Inverses

Right-Inverse:

Right-invertibility and row independence:

If A has a left inverse X then the columns of A are linearly independent.

l

If A has a right inverse X then the rows of A are linearly independent.

Connect with independence-dimension inequality:

When A is tall; A€ R™*" m >n
- rows are linearly dependent

A is not right invertible.

LUMS
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-

A € R™*"™ can be right invertible
m=mnorm<n

Square or Wide




Inverses

Right Inverse: Connection with the Systems of Linear Equations

Ail’} _ b - m = n square

- m < n under-determined

- If A has a right inverse X, then we substitute £ = Xb in the above system

A(Xb)=1Ib=1b = a = Xb solution of Ax =

- If solution exists for the system Ax = b.

x = Xb is the solution out of manu solutions of Az = b.

/If A has the right inverse X, A

- there is at least one solution _m < n under-determined

- one solution is £ = Xb

N J

e In summary, a right inverse can be used to find a solution of a square or
underdetermined set of linear equations, for any vector b.
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Inverses

Inverse:

If a matrix has|both Jleft and right inverses;
- they are mique)and (equal

XA=1, AY=1 = X=X(AY)=(XA)Y =Y

X =Y is referred to as the [inverse)of the matrix A, denoted by A~!.

Example:

LUMS
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Inverses

Inverse: Connection with the Systems of Linear Equations

Ax =0

- If A is invertible, Az = b has the unique solution given by

x=(A"1)b

LUMS

A Not-for-Profit University



Inverses

Inverse: Properties of Nonsingular or Invertible Matrix

Square matrix A is nonsingular if it is invertible.

Following statements are equivalent for a square matrix A.

1. A is left-invertible

(a)
. . left-i tible ———— linearly independent columns
2. the columns of A are linearly independent FARI S y indep
is riaht-i - (b) b
3. A is right-invertible 1 (b)
linearly independent rows <—(a) right-invertible

4. the rows of A are linearly independent
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Inverses

Inverse: Examples

e The identity matrix I is invertible, with inverse I ! = I, since IT = 1.

e A diagonal matrix A is invertible if and only if its diagonal entries are nonzero.
The inverse of an n x n diagonal matrix A4 with nonzero diagonal entries is

[ 1/An 0 -0
| 0 1Az - 0
I 0 0 1),1"4,“11 ] .
Vandermonde Matrix
since ) )
Ay /A 0 0

0 Agp[Agy - 0 I 2 n—1
A4 = | A | ~1I. Lo | ho
: : E : I 1 t th=

0 0 o ApnfAun A= o2 o
2 —1

R 1

In compact notation, we have

LUMS
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Inverses

Inverse: Examples

the Gram matrix associated with a matrix
A:[al a - an]

is the matrix of column inner products

GTCZ] a;ag s aian

ATA: ﬂzﬂl azaz azan
T T T

a,day dpdz -+ dydy

the Gram matrix is nonsingular if only if A has linearly independent columns

AlTax=0 = xTATAx=(Ax)(Ax) = ||Ax|]® = 0

= Ax =0

— x=0

LUMS
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Inverses

Inverse: Examples

Orthonormal Matrix

- A € R"™" with orthonormal columns
ATA =T

A7t = AT

- AT is also orthonormal.
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Orthogonal Matrix

- A e R""™ with orthonormal columns

ATA =1

ATA =1 .
—1 _ AT [
A7 =4 | Inner product (Ax) (Ay) = xTATAy = xTy
- AT is also orthogonal. I 1/2 _
T T \1/2
| Norm JAx] = (A0 (Ax) = (702 = 1)
Matrix with orthonormal columns : Distance |Ax — Ay|| = ||x = ]
- A € R™*™ with orth I col |
cR with orthonormal columns | Angle J(Ax.Ay) = Z(x.v)
I
l

Linear transformation using ‘matrix with orthonormal columns’ preserves norm,
distance, angle and inner product.
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Inverses

Pseudo Inverse: Matrix with linearly independent columns

e suppose A € R™" has linearly independent columns

e this implies that A is tall or square (m > n)

the pseudo-inverse of A is defined as

AT = ATa) AT

"

Equivalent Statements

- A is left-invertible

\

- the columns of A are linearly independent

- AT A is nonsingular

)

LUMS
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(Left Pseudo-Inverse)

- A is left-invertible
ATA=ATA AT =1



Inverses

Pseudo Inverse: Matrix with linearly independent rows

e suppose A € R™" has linearly independent rows

e this implies that A is wide or square (m < n)

the pseudo-inverse of A is defined as

AT = AT(aaT) ™! (Right Pseudo-Inverse)
/Equivalent Statements h - A is right-invertible
- A is right-invertible AAT = (AATAAY T = 1

- the rows of A are linearly independent

\_- AA" is nonsingular )
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Triangular Matrix

- Square matrix A € R" is lower triangular if

Al 0 .. 0 0
Anj An - 0 0
A= : : 0 0
Apc1l Ap12 0 Apipr O

Apl Ap2 T An,n—l Ann |

- Square matrix A € R"™ is upper triangular if A;; =0 for j <1

- Triangular matrix A with nonzero diagonal elements is nonsingular.

Ax=0 = x=0
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Triangular Matrix

Linear Equations with Lower Triangular Matrix

Ar =1} A € R" is lower triangular
Aq 0 0 0 —331_ i by 1
Az A 0 0 T9 by
: 0 0 =1 .
Ap-1,1 Ap-12 Ap-1p-1 0 : :
Ap Ap Aﬂ,n— 1 Ann | Tn | _bm_

Using forward substitution:

LUMS
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Al
A2

X3

b1/A1
(b2 — Aa1x1)/ A2
(b3 — A31x] — Azpx2)/A33

(bp— Ay xy = Ayppxy — -+ = An.n—]xn—l)/Ann



Triangular Matrix

Linear Equations with Upper Triangular Matrix

Ar =) A € R™ is upper triangular

Using back substitution:

Xp = buy/Am

An-1 = (bn—l - An—l,nxn)/An—l,n—l

Xp-2 = (bn—Z - An—Z,n—lxn—l - An—Z,nxn)/An—z,n—Z
x1 = (b1 —Ajpxy— Apzxz — - = Ayxg) A

LUMS

A Not-for-Profit University




QR Factorization

if A € R™" has linearly independent columns then it can be factored as

' Ri1 Rz -+ Ry, |
0 Rn -~ Ry
A:[‘?l q@ - ‘-?'n] : 22 ;n
0O 0 - Ru |

e vectors qq, ..., g, are orthonormal m-vectors:

lgill=1, qlqj=0 ifi#]

e diagonal elements R;; are nonzero

LUMS

A Not-for-Profit University




QR Factorization

if A € R™" has linearly independent columns then it can be factored as

A=QOR

Q-factor

e () is m X n with orthonormal columns (QTQ =1)

e if Ais square (m = n), then Q is orthogonal (QTQ = QQT =1)

R-factor

e Ris n X n, upper triangular, with nonzero diagonal elements

e R is nonsingular (diagonal elements are nonzero)

LUMS
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QR Factorization

How to compute?

Gram-Schmidt algorithm

Gram-Schmidt QR algorithm computes O and R column by column

e after k steps we have a partial QR factorization

Orthogonalization

Ry Ri2 Rig i—1
[m a .- ak]=[ql q - Qk] O R?‘E R?k di:ai—Z(Q'
0 0 - Ry Jj=1
Normalization
e columns ¢y, ..., g are orthonormal T
9= Ta
e diagonal elements Ry, R22, ..., Ry are positive

LUMS

A Not-for-Profit University




QR Factorization

How to compute?

Gram-Schmidt algorithm

Ry Ry -+ Ry |
0 Rn --- Ry
A:[‘?l q - ‘-?'n] : 22 . ?H
0 0 Run

e column k of the equation A = QR reads

ar = Rixgqy + Roggo + - -+ + Ry 5 qr—1 + Ri g

T T T
Rix =qyar, R =qar. ...  Reyp=q_ax

LUMS

A Not-for-Profit University




QR Factorization

Example

First column of O and R

LUMS
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1 =1 1]
] 3 3
-1 -1 5
] 3 7
Ry R Ry
q 92 q3 Ry Ros
0 0 Ry
Riy = 1]l =2 '
n=Iall=2  q=-—q-=
Ry

L
1/2
~1/2

1/2




QR Factorization

Example

Second column of 0 and R
e compute Ry = qjlrag =4

e compute

g» = ax— Riaq1 =
e normalize to get

Ry =gl = 2,

LUMS
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[ —1 ] F—I/Zﬂ
3 1/2
IR ~-1/2
3_ h 1/2_
I .
qr = qr =
Ry

12

1/2
1/2

| 1/2 ]




QR Factorization

Example

Third column of 0 and R

e compute Rj3 = glaz =2and Ry3 = qla3 = 8

e compute
| ~1/2
- 3 1/2
Gs =a3—Rizqi —Rpqa=| 5 | =2 —1§2
7 1/2
e normalize to get
. [
Ry=llgsll =4  ¢3=-5—G3=

LUMS
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QR Factorization

Example

Final resul

t

-1
l
—1
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—1
3
—1
3

-] Lh Lo —

lar @ a3 |

[ —1/2
1/2
~1/2
1/2

1/2
1/2
1/2
1/2

—1/2 |

~1/2
1/2

1/2 |
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QR Factorization

Solving Linear Equations QR factorization of nonsingular matrix
A . b every nonsingular A € R"™" has a QR factorization
T —
A=0OR

c= A" =RtQ%
e O € R™" js orthogonal (QT0 = Q0T = 1)

e R € R is upper triangular with positive diagonal elements

Algorithm: to solve Ax = b with nonsingular A € R™",

1. factor A as A = OR
2. compute y = Qb

3. solve Rx = y by back substitution
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QR Factorization
Solving Linear Equations — Pseudo Inverse

Axr =0>

A is left-invertible
Columns are linear independent

A=QR ATA=(QR)"(QR)=R"Q"QR=FR"R.

441' _ (flel)_lf}lT _ (BTB)_I(QB)T _ R_]'R_TRTQT — B__lQT

A is right-invertible
rows are linear independent

AAT = (QR)T(QR) = RTQTQR = RTR

AT = QR
AT = AT(AATY P =QR(RTR) ' =QRR 'R T =QR T
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