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Support Vector Machines (SVM)
Maximum Margin Classifier – Overview: 

Q: Which one is the best decision boundary?

A: Maximum Margin Classifier (e.g., Support Vector Machine)



Support Vector Machines (SVM)

Maximum margin classifier Idea: 

Choose a fat separator; 

maximize classification margin.

Maximum Margin Classifier – Overview: 



Support Vector Machines (SVM)
Overview and Intuition:

Q: Which one is the best decision boundary?



Support Vector Machines (SVM)
Overview and Intuition:

Q: Which one is the best decision boundary?

A: Support Vector Machine (Maximum Margin Classifier)



Support Vector Machines (SVM)
SVM – Overview: 



Support Vector Machines (SVM)

Q: How do we find the maximum margin 

decision boundary in this case?

A: Instead of using hard margin, we can use so-

called soft margin.

Hard margin idea: Find maximum margin classifier with no errors on the training data.

Soft margin idea: Find maximum margin classifier while minimizing number of training errors.

Hard vs Soft Margin – Overview: 



Support Vector Machines (SVM)
The Kernel Trick – Overview: 
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General Idea:
Project to original feature space to higher dimensional space to make 
the classes linearly separable. This mapping function is referred to as the 
kernel trick and the mapping function is known as the kernel function.
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Support Vector Machines (SVM)
Hard SVM – Mathematical Formulation: 



Support Vector Machines (SVM)
Hard SVM – Mathematical Formulation: 

(Not necessarily from the data)



Support Vector Machines (SVM)
Hard SVM – Mathematical Formulation:



Support Vector Machines (SVM)
Hard SVM – Optimization Problem Formulation:



Support Vector Machines (SVM)
Hard SVM – Optimization Problem Formulation:

Interpretation: Minimize norm of the normal vector defining

the separating hyperplane while ensuring all the training 

points are classified correctly. 



Support Vector Machines (SVM)
Formulation of Dual Problem using Lagrange Multipliers:



Support Vector Machines (SVM)
Formulation of Dual Problem using Lagrange Multipliers:



Support Vector Machines (SVM)
Formulation of Dual Problem using Lagrange Multipliers:

Interpretation:



Support Vector Machines (SVM)
Formulation of Dual Problem using Lagrange Multipliers:



Support Vector Machines (SVM)
Formulation of Dual Problem using Lagrange Multipliers:



Support Vector Machines (SVM)
Formulation of Dual Problem using Lagrange Multipliers:

Remark:



Support Vector Machines (SVM)
Hard SVM – Summary:
- We formulated optimization problem to learn maximum margin classifier using 

the training data. 

- Since the optimization problem constraints represent the misclassification on the 
training data, the error loss on the training data is zero and therefore we this is 
referred to as Hard Margin SVM or Hard SVM.

Issues with hard SVM:

- Due to outliers or noisy/erroneously label 
observation, optimization problem can be 
infeasible, that is no solution.

- Even the outliers within the boundaries can 
influence the margin. 

Infeasible; due to one 
noisy or incorrectly 
labeled point.

Decision boundary and 
margin changed; due to 
one noisy or incorrectly 
labeled point.

It can overfit very easily and 
therefore cannot generalize.
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Support Vector Machines (SVM)
Soft SVM:

- Q. What’s the issue with hard SVM? 
- A. The constraints in the following optimization problem must be satisfied.

Zero loss (no misclassification) 
on the training data

- Due to outliers or noisy/erroneously labeled observations, optimization 
problem to find hard SVM 
- can be infeasible.
- does not return the maximum margin classifier.



Support Vector Machines (SVM)
Soft SVM:
Q. How do we learn maximum margin classifier to handle the noise in 
training data?

A. We allow misclassification of difficult (close to the boundary) or noisy 
examples and therefore allowing the margin to be soft, resulting in soft SVM.

Candidate 1:

How do we minimize two quantities at the same time?

Issues with this: 

1) not a quadratic program, and

2) does not consider whether the misclassification (loss) is due to the 
points near the boundary or far from the boundary.

1/0 loss function.



Support Vector Machines (SVM)
Soft SVM – Optimization Problem:

Candidate 2:

Hard SVM – Optimization Problem:

Soft SVM – Optimization Problem with Slack Variables:

We dislike the points 
to be  misclassified.

We allow the points to 
be misclassified.



Support Vector Machines (SVM)
Soft SVM – Visualization:



Support Vector Machines (SVM)
Soft SVM – Visualization:



Support Vector Machines (SVM)
Soft SVM – Optimization Problem:



Support Vector Machines (SVM)
Soft SVM – Optimization Problem:

Source: https://www.cs.cornell.edu/courses/cs4780/2018sp/lectures/lecturenote09.html

https://www.cs.cornell.edu/courses/cs4780/2018sp/lectures/lecturenote09.html


Soft SVM – Dislike of points to be misclassified vs Importance of margin
Support Vector Machines (SVM)

The larger the value of 
C, the more we dislike 
misclassification.



Support Vector Machines (SVM)
Soft SVM – Optimization Problem Reformulation:



Support Vector Machines (SVM)
Soft SVM – Optimization Problem Reformulation:

This is sort of a loss function: 
It quantifies the misclassification 
distance for each point.

This loss is known as ‘Hinge Loss’.

Square of norm of the weights;
we are restricting the norm of 
the weights to grow.

We had been doing this before; L2 regularization!



Support Vector Machines (SVM)
Hinge Loss vs 0/1 Loss:
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Support Vector Machines (SVM)
The Kernel Trick – Overview (Recap): 
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General Idea:
Project to original feature space to higher dimensional space to make 
the classes linearly separable. This mapping function is referred to as the 
kernel trick and the mapping function is known as the kernel function.



Support Vector Machines (SVM)
The Kernel Trick – Overview:

- We can project the features to a higher dimensional space to make the 
data linearly separable (increasing d).

- Trade-off: Computationally expensive or intractable as we need to solve
optimization problem in higher dimensional space in order to find 
maximum margin classifier.

- The so-called ‘The Kernel Trick’ allows us to keep computational tractability.

- First, we need to understand the computations we require to determine SVM classifier.

Lagrange Dual Optimization Problem: Decision Boundary:

We require the computation of these inner products.



Support Vector Machines (SVM)
The Kernel Trick – Overview:

- The computation of inner products depends on the dimensionality of the feature space.

- If we can find  a computationally efficient method to compute the inner products, we 
can learn SVM classifier in higher dimensional space.

- This efficient computation of inner products is, in fact, enabled by the kernel trick.

- Idea: We choose mapping to high dimensional space in a way that supports fast 
computation of scalar products.



Support Vector Machines (SVM)
The Kernel Trick – Overview:

Computationally expensiveComputation using kernel



Support Vector Machines (SVM)
The Kernel Trick – Example:



Support Vector Machines (SVM)
The Kernel Trick – Examples of Kernel Functions:



Support Vector Machines (SVM)
The Kernel Trick – More on Kernel Functions:

… 

… … … … 



Support Vector Machines (SVM)
The Kernel Trick – Optimization Problem:

We are living in a low dimensional space but we are manipulating the data in high dimensional 
space. We obtain a non-linear decision boundary in the low dimensional space.



Support Vector Machines (SVM)
The Kernel Trick – Example:

Source: http://openclassroom.stanford.edu/MainFolder/DocumentPage.php?course=MachineLearning&doc=exercises/ex8/ex8.html

http://openclassroom.stanford.edu/MainFolder/DocumentPage.php?course=MachineLearning&doc=exercises/ex8/ex8.html


Source: https://scikit-learn.org/stable/modules/svm.html

Support Vector Machines (SVM)
The Kernel Trick – Example:

https://scikit-learn.org/stable/modules/svm.html
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Support Vector Machines (SVM)
Multi-Class (Multinomial) Classification:

Build a one-vs-rest (OvR) classifier:



- Support Vector Machine classifiers are very widely used.

- SVM in standard setting assumes the data is linearly separable and it locates a separating 
hyperplane in the feature space which can be used to classify points.

- Hyper-plane (decision boundary) can be determined by solving convex optimization problem.

- Hard SVM can be infeasible due to noisy or erroneous training data; Soft SVM version allows 
the points to be misclassified on the training data.

- To handle non-linear separability, we project the data to higher dimensional space.
- Using the kernel trick, we do not need to project the data explicitly, 
- We only specify a kernel function and incorporate it in the optimization problem such that 

the kernel function computes the inner product effectively in the high dimensional space.

- For classification, we only need to store the support vectors and associated weights.

- Issues: Choice of kernel function and kernel parameters, choice of parameter C in soft SVM 
requires cross-validation, computational complexity is significant for large training data.

Support Vector Machines (SVM)
Summary:



• KM – Section 14.5.2

• CB – Section 7.1

• https://www.cs.cornell.edu/courses/cs4780/2018sp/lectures/lecturenote09.html (Prof. Kilian Weinberger) 

• https://scikit-learn.org/stable/modules/svm.html
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